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Abstract—The use of interactive media has already gained con- can turn televised programs or movies into interactive ones in
siderable popularity. Interactivity gives viewers VCR controls like  jts guest rooms. A cable service provider can provide interac-
slow-motion, pause, fast-forward, and instant replay. However, yq video services to thousands of subscribers. We believe that
traditional server-based or client-based approaches for support- the IMP hitect is attractive b it not onl | th
ing interactivity either consume too much network bandwidth or e . .arc itecture IS atirac 'Y? ecause It not only solves e
require |arge client buffering; and hence they are economica”y Sca|abI|Ity problem of the trad|t|0na.| Server'based VoD mOde|,
unattractive. In this paper, we propose the architecture and design but also provides a cost-effective solution to user interactivity.
of IMP, an interactive media proxy server that transforms non-  The|MP architecture faces challenging design issues. In ad-
interactive broadcast or multicast streams into interactive ones yition to the high bandwidth and real-time 10 requirements that
for servicing a large number of end users. FolMP to work cost- h b tudied extensively 111 181 [91. [101. 111, it t
effectively, it must carefully manage its storage devices, which are ave _een studied ex en_swey[ 1, [8], [9], [10], [11], it mus
needed for caching voluminous media data. In this regard, we deal with requests for writes as well as reads, and adapt to the
propose a fine-grained device management strategy consisting ofchanging ratio of write requests to read requests (defined as the
three complementary components: disk profiler, data placement, write-read ratig. We explore this aspect further with three ap-
and 10 scheduler. Through quantitative analysis and experiments, [ ~ati -

; X . . X plication scenarios:

we show that these fine-grained strategies considerably improve 1L | . . A | . .

device throughput under various workload scenarios. - Loca -grea Interactive ;yste oca -arlea Interactive sys-
tem consists of a centralized bank of disk-array servers that

provide service to clients in a local area. The local-area in-

teractive system receives broadcast (or multicast) signals and

. _ _ _ _enables interactivity for its clients. This model is clearly more

Due to the proliferation of video content, it has become in-economical than the server-based VoD model in which each

creasingly important to manage video data effectively to facili-yiewer, interactive or not, requires a dedicated wide-area net-
tate efficient retrieval. On-demand interactive video streamingyork channel. In addition, on the client side, no caching de-

for education or entertainment over the Internet or broadbangice is required. For a local-area interactive service, there are

networks is becoming popularf1], [2], [3], [4]. In truedeo-  |arge numbers of interactive users and relatively few broad-
on-demandVoD), a video server allocates a dedicated streamyast/multicast channels.

LO each userf i/octgat thte ulser Caﬂ freely mtereflct ,:A?th the dwde . @HOME interactive systenThe @HOME interactive sys-
y means o controls (such as pause, fast-forward, an m records broadcast programs on disk, and provides inter-

instant replay). But such a system becomes expensive in bo ctive service simultaneously to multiple display devices at

network and server bandwidth when tens of thousands of COMNome. in a classroom. or at a library. The @HOME service

current users have to be accommodated. A more scalable S8an be configured to provide interaction capability for certain

lution is to serve multiple requests for the same video with abopular channels in order to reduce cost. At the same time,

single broadcast or a few multicast streams [5], [6], [7]. ifsnserves interactive content to a few users at home. Thus,

Due to the _nature of.brroa_lq\c;ast and muIt|c§3t, howeve\;,CeF? e number of reads and writes are approximately equal and
users cannot interact with a TV program or a video using optimization for both is important,

like controls. We proposéMP, an interactive media proxy Vid il wid il
server architecture which acts as a dual client/server syster:tz‘l Ideo surveiliance systervl 1€0 survelflance systems are
used in a wide variety of settings — shopping malls, casi-

to enable interactivity. As a client of broadcasters (or multi- ) bank h b q
casters), théMP system reduces network traffic to support in- nos, "?“rp,O”S' anks, etc. T ese systems can be made more
effective if the surveillance team is provided with the ability

teractivity. Additionally, it functions as a server by managing = i ; X X
streams to enable interactivity for a large number of end userd® time-shift th? surve|!lance streams. Typlcally, suryeﬂlance
With interactive capability, students in a virtual classroom or atcameras are S|tu_ated in numerous locations spanning the fa-
a library can watch a live lecture at their own pace. A hotelCility but are monitored by only a few people at a time. Thus,
most of the streams serviced are recording (or write) requests.
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lect detailed disk parameters, which are either not provided Pa'am/ffte' Bsffggr“g][‘bma deast chanels (Wit Steams)
or often provided inaccu_rately by disk vendors. Obtaining an N | Number of interactive requests (read streams)
accurate and detailed disk profile enablig¥® to manage a p | Write-read ratio
; ; ; f | Fraction of interactive streams (i.e., fast-scans)
dewce.more effectively (d!scusse_d next)._ . 77 | Minimum disk data-transfer rate
2. Device managementJsing the information obtained from v(d) | Worst-case latency function to seek d cylinders
; at NaArai ; ‘H | Head-switch time
dey|ce profilingwe perfo_rm fine grame_d_dewce management DR | Average display rate of MPEG stream
to improve the overall disk access efficiency of tMP sys- DR; | Average display rate of a fast-scan stream _
tem. Our device management scheme also enableld/the g grougl!hrt),ut of the disk (number of requests serviced)
. . s cycle time
system to adapt tq dlfferent write-read reques_t distributions 7. | Reservation time-siot
throughdata organizatiorand thus cater to a wide range of M | Available system memory
application scenarios. Our analytical study and experimen- Zﬁz /%\%9'0?' Zfi”e set .
. g a, aptive tree parameters
tal results suggest that such a strat(_agy can offer a significant | Number of exclusive |-frame sub-streams
performance improvement over traditional systems. h | Height of the adaptive tree
The rest of the paper is organized as follows. In Section II, 7| Rensity of the adapiive tree
we describe our device profiler which performs feature extrac-
tion to obtain various device parameters. Section Il describes TABLE |
our device management strategies. Section IV provides quan- IMP system parameters.

titative analysis. In Section V, we present a case-study using
three sample configurations of dMiP system and evaluate our
fine-grained device manager. In Section VI, we present relate@pectively. In Table I, we enumerate disk parameters along
research, and we make Concluding remarks in Section VII. with other parameters that are introduced later.

Traditional device management schemes often neglect some
of the above disk parameters. Disk abstractions such as SCSI
or IDE interfaces hide low-level device characteristics from the

In this section, we present a SCSI disk profiling tool [12] th&tPerating system and virtualize the access to the device in the
extracts detailed disk parameters. This parameter profile is uf@n of logical blocks. Such device abstraction makes the task
in performing fine-grained device management (Section 111) #f tuning disk operation to match application requirements (and

Il. DEVICE PROFILING

theIMP system. thus improve 10 efficiency) difficult. Disk profiling is then nec-
essary in order to overcome the following three shortcomings
Disk Arm - of traditional schemes: . o
T suee 1. Inaccurate information Some schemes can be inefficient
" — Platter because they make worst-case (or average-case) assumptions
i g ‘\_ about data-transfer rates and seek-and-rotational delays.
} " \ Suracs 2. Dynamic Information Some are ineffective because they
i e Cylinder are not aware of internal changes occurring within the device.
| For instance, a sequentially placed file can be subsequently
T LLctS broken into non-sequential segments due to sector relocations.
N Sector 3. Manufacturing Variance We observe that even two disks
of the same model from the same vendor may exhibit differ-
Fig. 1. Disk-drive internals. ent performance characteristics, and some data (such as the

locations of bad sectors) simply cannot be pre-determined.

Figure Il depicts the general disk architecture. The maforﬁ' Disk Features
components of a current-day disk drive are: one or nutisk L€t us now look at disk parameters which enable us to
plattersor recording surfaces rotating on a shasgthdle a set overcome the shortcomings of traditional device management
of read-write headgesiding on a sharedisk arm disk |og|C schemes. In addition to disk seek times and rotational delay,
cache memoryith embedded caching and replacement logitve are also interested in the following disk parameters:
and thelO bus Data is stored on the hard disk by logically® Per-zone data-transfer rate. On a modern disk, the amount
organizing it into diskblocks( the unit of disk access). Typi- ©Of data that can be stored on a track is proportional to the
cally, a block corresponds to a diskctor The set of sectors length of the track. Outer tracks can store more data and hence
that are on the same magnetic surface and at the same distarfé@€ higher data-transfer rates. A modern disk is partitioned
from the central spindle form mack The set of tracks at the into zones, each comprising multiple cylinders. The zones
same distance from the spindle forntyinder. To perform a  have different numbers of sectors per track and hence different
data-transfer, the disk arm must first move from its current posidata-transfer rates. We extract per-zone data-transfer rates to
tion to the destination cylinder. It must then wait for the desiredPerform bit-rate matching for video streams (Section Ill).
sector to rotate and reach the disk head before data-transfer €&@pare/bad sector locations. A disk allocates information
commence. These constitute the disk seek and rotational delagdout spare sectors for relocating data when a good sector is



damaged. A file that was created as a sequential one can beZone | _Cylinders  Tsize TR TRmas o1 _H |

; : 1 0-847 254 18.56 21.77 1104 883
subse_quently broken into non-sequential blqcks by sector re 5 | sas.1644 245 18.02 5100 1108 885
mapping. We collect spare/bad sector locations to determing 3 | 1645-2393 238 17.49 2040 1108 876
if a logically sequential block of data is indeed sequentially 4 | 2394-3097 227 16.70 19.46 1115 890

laced on disk 5 | 3098-3758 217  15.99 1860 1115 890
p . 6 | 3759-4380 209 15.70 17.92 1105 884

e Head switch and cylinder switch times. While accessing a g ggé-gggg igé ig-gg ggg ﬁ)gi g(i
block residing on the ne.x_t track or the next cylmder, the (_j|sk 9 | 5516-6031 181 1339 1551 1124 903
arm needs to be re-positioned. The head switch and cylindef 10 | 6032-6517 174 12.89 14.92 1109 886
switch times must be accurately accounted for as a part of the___11 | 6518-6960 167 12.38 1432 1119 8§7

10 cost. TABLE I
Seagate ST39102LW disk zone features.

B. Feature Extraction

. ) . IIl. DEVICE MANAGEMENT
Our feature extraction tool runs on a Linux system in the

user mode, using the SCSI generic interface to the SCSI bus/Vith precise disk information extracted from the disk, data
The SCSI library was implemented from scratch, complyin! ppe placed'more |'nteII|gentIy, and 10 can be.schedgled more
to the SCSI-2 standard [13]. We then developed methods&giciently for improving disk throughput.  In this section, we
extract a range of disk features that are of interest. We ugigpcribe howMP takes advantage of an accurate disk profile
some of the strategies presented in similar studies [14], [1&],Perform fine-grained device management for improving sys-
[16]. Al the timing measurements are performed using an In@§M Performance. The designidAP consists of three compli-
Pentium time-stamp-counter register, which provides high pr@€ntary device management strategieigh-level data orga-

cision with the overhead of only one register-read instructionnization low-level disk placemenandIO scheduling These

We collect disk features in several steps. The first Stepclgmponents ofMP work together to improve disk throughput

to measure the rotational time of the disk. The second stpa m|n|-m|z|ng-both mtra-stlream and inter-stream seek delay,
d by improving the effective data transfer rate.

is to obtain detailed logical-to-physical (cylinder, track, secto% In this section, we describe each componenM# in detail,

block mapping. The output of this operation is the zoning in-. . . .
formation, together with a list of all tracks that contain a Iargr]é'rSt' we describe thadaptive tree schema high-level data

number of spare or bad sectors. The zoning information of tﬁ(@gargrzt?g'o?nfg:]ai?\?efzr ;ﬁggg?g é?ftiz;?;ttﬁea?h?:lgrla;?,?zcgtizrr:d
disk (Seagate ST39102LW) we tested is presented in Tableéz??gme fgrms the basig of our low-level )c/iisk Iacgment ol-
T,i.. denotes the number of tracks in a given zone, @fd . . ) P P
. . icy. Next, we presergoning placemergndcylinder placement
denotes the transfer rate in MBps. The disk has 12 tracks ;\JN(%r ) .
: . . ich are two complimentary low-level disk placement strate-
cylinder. 7R ... denotes the maximum transfer rate in MBps.

of each zone calculated using rotational time and track size Hilfs for placing stream data on disk. These schemes improve

that zone. The difference between the transfer rates of outer ?eng ctive data transfer rate and reduce the inter-stream disk la-

inner zones can be substantial. Also, the transfer rate for Ior?ncy' Finally, we preserstep-sweean 10 scheduling policy,

sequential reads is lesser than the maximum throughput duéNﬁ)'Ch takes advantage of the above two components and im-

track and cylinder skews. During the course of our experimenpsr,oves the overall disk throughput.
we learned that zoning characteristics can be slightly different

even between physical devices of the same model. The actfialHigh-level Data Organization
mappings on disks differ depending on the location of errors onjithout loss of generality, we can assume that an MPEG
magnetic surfaces detected during the low-level format. Heng@ieam consists ofm frame-sequences; each sequencedhas
a device manager should extract precise zoning informatigfames on average, led by an | frame and followed by a number
and it should periodically validate the logical-to-physical magsf p and B frames.
pings in order to guarantee peak disk performance. To support & -times speed-up fast-scan, the system displays
Our tool also measures head switch and cylinder switgme out of everyk frames. AllowingK to be any positive inte-
times. Table Il lists estimated maximum values for head switgfer, however, can result in the system requiring high 10 and
time () and cylinder switch timey(1) (in microseconds). Fi- network bandwidth, as well as incurring significant memory
nally, we collect information on disk latency, including seelind CPU overhead. This is because a frame that is to be dis-
time and rotational delay. Interested readers may refer to [Ipthyed (e.g., a B frame) may depend on other frames that are
which presents a more extensive study of disk profiling. The be skipped (e.g., an | and a P frame). The client/server dual
parameters collected by the disk profiler can assist data plaggstem ends up having to read, stage (in main memory), and
ment and IO scheduling, which we discuss next. transmit to a client many more frames than the client displays
causing poor IO resolution.I@ resolutionis the ratio of the

11f a sector becomes bad and its data is relocated to a spare sector, a logidz#gful data read to the total data read from the hard disk.) We
sequential file is no longer physically contiguous on the disk. The device man-
ager may not be able to relocate the entire file to make it contiguous, but it caAThe Advanced Television System Committee (ATSC) has adopted MPEG2
be aware of the changed conditions and reserve more time for performing I@s the encoding standard of DTV and HDTV.



intend to remedy this poor 10 resolution problem with a highe Density ). Density is a tunable system parameter whose
level data organization scheme, tdaptive treescheme. value can range from zero to one. A smalievalue elim-

To avoid processing the frames that are to be skipped, wanates some tree levels and decreases the tree density. For
do not include any B frames in a fast-scan, and the playbackxample, at) = 1/3, only one out of every three levels of the
system displays a P frame only if the corresponding | frame igree (from the leaf level up) are retained. The higher the den-
also included in the fast-scan. This restriction will not allow a sity, the higher the 10 resolution (favorable) and storage cost
user to request a fast-scan of any speed-up. Since VCR or DVIhot favorable).
players support only three to five fast-scan speeds, we suppornother factor that affects the disk bandwidth requirement of

only a few selected speeds of fast-scans. a fast-scan request is the playback frame rate. A typical DVD
player plays a fast-scan strean8ab 8 fps (frames per second),
L4 instead of24 to 30 fps, the regular playback speed. A fast-scan
\ \ stream needs to be displayed at a lower rate so that the viewer
/\ /\ /\ /\ can comprehend the content and react in time. Due to its high
, N g IO resolution and lesser frame rate, a fast-scan stream under the

adaptive tree scheme typically requires lesser disk bandwidth
than that of a regular playback stream.

B. Low-level Disk Placement

AT

IBEPBEPBBIBE . ..
Fig. 2. The Truncated Binary Tree (TBT) formation.

Now, we describe how we physically place each stréan
disk. Here, our goals are to maximize the effective data transfer
rate and minimize disk latency. Our low-level data placement
We now describe the adaptive tree data organization schegafeme achieves these goals by employing two independent so-
in detail. In the adaptive tree approach for high-level MPEfgtions. We utilizezoninginformation to performzoning place-

to store MPEG frames. To provide good IO resolution for aljjzcementn order to minimize disk latency.

playback speeds, we organize MPEG frames in a truncated bi1) Zoning Placement: In the previous section, we de-

nary tree structure, as shown in Figure 2. The levels (Li) of th@ribed the adaptive tree scheme for MPEG data organization,
adaptive tree can be described as follows: which splits a stream into high and low bandwidth sub-streams.
e Level 1 (the leaf level)The original MPEG stream. Higher bandwidth streams require higher data transfer rates to
e Level 2.All 1 and P frames stored in their playback sequenceeduce overall data transfer time. From our experiments in disk
e Level 3to(x+2). Containing only sampled I-frames.is the feature extraction in Section Il, we realize that inter-zone band-
number of sub-streams containing only I-frames. The high@fdth variations can be as great @ (see Table Il). Zoning
the level, the lower the sampling rate. placement performs bit-rate matching of streams to zones.
Each level of the tree forms a sub-stream of the original video!n order to map streams to disk zones, we first create a set
stream and is stored as a sequential file on the disk. The pla@klogical disk zonesZ;, from the physical zones of the disk.
ment of the different tree levels on the disk will be addressed it these logical zones be numbered fram|Z;|, from the
the low-level placement (Section 11I-B). To service a requesiutermost zone to the innermost. We map the physical zones of
only one level of the tree is read from the disk with good Idf1e disk to one of the|£;| = [h - n]) logical zones, where the

resolution. n and h are the density and height parameters of the adaptive
Let S; denote the set of frames that belong to tHelevel. tree. Each sub-stream is mapped to one of these logical zones
An example of a five-level organization is: in which it is stored.
Sy = {I1, By, By, Py, B3, By, P2, Bs, Bg, I5 -+ -} First, we assume that all streams (and sub-streams) have
Sy ={I, Py, Py, I5,P3, Py, I3} equal popularity to be accessed. (We will relax this assump-
Sy ={I1,Ip, I3, I; -} tion shqrtly.) Using adaptive treg Ie\{els, we divide each \{ldeo
Sy = {I3,Is, Iy, 1o - -} stregm into 7| sub—stregms of _dlfferlng bit-rates as descr!bed
Ss = {Is, 1o, L1, Ioa -} earlier. We group the similar bit-rate sub-streams from differ-

When a nine-times fast-scan is requested, we can reactltf Video streams and place them in the same stream gfoup
S, to achieve perfect resolution. (We assume that an I-frarffe©Pt@insSi, Sz, - - 51z, such stream groups. Then the objec-
leads a nine-frame sequence.) Whefidimes fast-scan is re- tive function to plape each stream grofpin a unique logical
quested, we read ifi; to achieve perfect 10 resolution. zoneZ;, can be written as:

This adaptive tree approach trades storage space for 10 effi-
ciency. T_he precise trade-off can be controlled by fine-tuning 0= minz DR; (1)
the following two parameters:

e Height ().  The height parameter describes the number

of levels (or files) in which the data is organized. HeightvhereDR; denotes the common display rate of all sub-streams

is a static parameter and it controls the number of fast-scarouped in sef;, and7 R ; denotes the transfer rate of zafe

streams supported. It can be expressedas:x + 2. in which the sub-stream grou§) is placed. However, since all




streams do not enjoy the same popularity at all tingethis the and use a best-effort approach for reads. For each stream, we

best objective function for optimal placement? allocate a group of adjacent cylinders of sizen the disk.
If we can predict the future with high accuracy, we can po&ach consecutive write stream is allocated the nextlinders
sibly rewrite the objective function as: on disk adjacent to the allocated cylinders for the previous

stream. When any write stream uses up its allocatgdinders,
) Ri . anew set of-\,, free cylinders within the same zone and adja-
O =min ) 7=, D), (2)  centto the previous cylinder set is allocated. The write streams
i=1 ’ are stored in the newly allocated cylinders starting from the next
10 cycle. Cylinder placement maintains the same relative cylin-
" N e . der distance between the stream pairs so that the scheduling
set. Unfortunately, predicting(z) is difficult. For instance, a order can be preserved across 10 cycles. This minimiges

spﬁ'rts hlgh“%ht e?JOBI/(S ct”:rlly a bubrlst offlnteresdt:ﬁ i variability. Minimizing 10 variability is crucial for minimizing
_ rowever, 1T we look at Ihe problem Irom a ciiteren perSpeCrhemory requirements [1]. Cylinder placement might lead to
tive, zoning placement can provide a bound for the WOI’St-CaSS§me fragmentation of disk space. However, we observe that
lc?)ncgecrl\(/aegnr]neéon:OV\s/e;c\i\:ao;s:-ggs(?nbotl:]rédsl{:el;iul becausefbr high bandwidth applications, the disk is bandwidth-bound
L WAl (2 ysp Pl ? 9 ' rather than storage-bound. Hence some storage can be sacri-
[ el:Jm_ma . _] ( (_)mn%_ ei_cen}en )t' 1 to ol " ficed for the sake of improving disk throughput. Placing write
sing ¢ = J In objective function (1) to place s réamsSsireams in adjacent cylinder groups has the following advan-
achieves the lowest worst-case bound for the total 10 time fPa{geS'
servicing anyN requests. i

. : ., 1. The seek overhead for switching from one write stream
The formal proof appears in [17]. Here, we illustrate the Ideato the next write stream requires the disk to seeflinders
using an example. !

. typically a number less thai). From our experiments in cal-
[Example 111.2] (Zoning Placement) ypicaly P

fle | ed | h b culating disk seek time, we note that this overhead is almost
Supp_ose_ an MPEG file is organized into three su 'Stream%qual to the minimum seek time for a single cylinder.
and their bit-rates are:

e S, (regular speed stream):Mbps.
¢ S5 (10 times fast-scan stream):Mbps.

¢ S3 (30 times fast-scan streanmf:Mbps.

Suppose a disk has three zonég,(Z>, and Z3), and their .
transfer rates ares0, 100, and75 Mbps, respectively. SupposeC' 10 Scheduling

each zone can store only one stream, and the system servicé®r @ system to perform optimally under a given disk place-
three requests in one 10 cycle. Placifigin Z, S in Z,, and ment scheme, a closely coupled scheduling algorithm should be
S5 in Zs gives the system the lowest worst-case data transféilace. Our 10 scheduling algorithrstep-sweeps designed
time. To sustain one second of playback for each stream, fRevork with the other two components BfiP.

total worst-case data transfer time3is (6/150) = 120 ms. It

is easy to see that if we placs in either Z, or Z3, the total
worst-case data transfer time increases.

Although we introduce zoning in the context of storing
MPEG video data, we can see that the above principles can be
applied to general purpose multi-media file servers that support
multiple data types such as images, audio, and video as well as
traditional non real-time data. For instance, a text file can be
stored in a low bandwidth disk zone 286 Kbps mp3file can
be stored in a medium bandwidth zone, arid 2 Mbps HDTV
stream can be stored in the high bandwidth zone to maximize
disk throughput.

2) Cylinder Placement: IMP is characterized byN,,
broadcast streams which need to be stored on disk\gnith-  Fig. 3. Step-sweep 10 scheduling.
teractive user streams. Careful stream placement on disk tracks
can minimize seek and rotational overheads. Using zoningGiven a constant amount of memory and disk bandwidth,
placement, we combine similar bit-rate streams in the same Iagep-sweep is designed to: fjaximize throughputand 2)
ical zone. Cylinder placement describes how to place data fainimize response tim& he step-sweep algorithm operates as
different streams which share a zone. shown in Figure 3. The disk-arm services IO requests zone by

In the IMP system, write streams are deterministic in termmone, starting from the outermost zone. In each zone, it first
of start time, duration, and average data-rate. Read streamss#gvices the write requests by sweeping in the direction toward
pend on user interactions and are inherently non-determinigtie center of the disk. Read requests in the zone are then sched-
and unpredictable. The key idea of thglinder placement uled in a pre-determined order which does not vary from one 1O
strategy is to exploit the deterministic nature of write streantycle to the next. The largest seek overhead in the case of read

|Z:]

whereP(i) denotes the access probability of thesub-stream

2. The strategy of reserving cylinder groups for individual
streams greatly reduces the probability that a single read op-
eration may be non-sequential.




requests is restricted to the size (in tracks) of a single zone. Tdyinder placement and step-sweep |0 scheduling.
disk arm then moves to the adjacent inner zone and repeats thiset the 10 cycle time be denoted . This is the time re-
sequence. When the disk arm has serviced all the requestguired to complete a single round of IO for each stream serviced
the innermost zone, it gets re-positioned to the outermost zdnethe system. This 10 cycle is repeated over and over again in
of the disk. This completes one cycle of IO requests. This cthe system. Let the disk suppdvi, broadcast channels, which
cle is repeated over and over again. A formal algorithm for thearform simultaneous writes, and. time-shift streams, which
step-sweep scheduling policy is given below. perform reads. Suppose a fractigrof the time-shift streams
Procedure: Step-sweep are fast-scans and the ratio of write to read requegtslist C

be the maximum throughput of the disk. Also, Tetdenote the
worst case reservation slot time

If 7z, is the total time required to service all requests in zone
i, and 7, is the reservation time slot, we can expré&ssthe

« Variables:
i : Logical zone variable

Z; . Set of logical disk zones

« Execution: .
o le time, as:
1. Initialize: =1 cycletime, as »
2. Service write requests in zote by sweeping in T = Z Ty, + T, (3)
the direction toward the center of the disk. i—1

3. Service read requests in zofig These read
requests are serviced in a predetermined orde
to reduce 10 variability.

where,p = |Z;| is the number of logical zones used. In each
zone, the scheduler first schedules the write requests, then the
read requests. The disk arm is then moved to the beginning
4.Seti = (i +1) % |Z] of the next zone by seeking to it. If the worst-case zone seek
5. Go to step 2 requires’,,. time, then:

=

The design of step-sweep is based on the following consid-
erations. First, we know that the write streams are determin-

istic in_ nature. The sy_stem h_as c_ontrol on where it can pIaRR)W’ we proceed to quantify the write and read times in each
the write streams on disk. Usir@ylinder Placementthe seek logical zone. In each logical zong;, the disk performs\V,,

overheads for write streams can be minimized without Sufffzite requests. Thus, the time required to complete write oper-
ing from 1O variability at the expense of some fragmentauogtionS in zonez; is:
5 is:

of disk space. Thus, step-sweep schedules write streams op-
timally. Read streams, on the other hand, are unpredictable. 7 x DR(x)
Using simple sweep scheduling for read streams might result Tw, = Nu - [V(dw) + T TR, ()
in large 10 variability. Using step-sweep, the service order for ’
read streams in a zone is pre-determined to minimize 10 vawhered,, is the average seek distance for write operati@rig;
ability [1], [11]. Step-sweep achieves its design objectives is the average transfer rate of logical zan®R (z) = DR for
the following manner: writing regular playback streams afitiR (x) = DR s for fast-
1. To maximize throughput, we need to minimize the 10 cyscan streams. The total read time in the entire cycle is given
cle time as well as the memory use per stream. We dé@ine by:
cycle timeas the time required to complete a single round of
10 for each stream serviced by the system. Reducing 10 cy (1—f) DR f-DR;
time allows the system to service more users in a given perigd Tr, = N+ [W(dr) +7T-( TR, avg”_,(TR;) )}
of time. Step-sweep reduces 10 cycle time by minimizing=! =2 ’ ©6)

seek overhead. When seek overhead is reduced, the sy I . : : .
needs to pre-fetch less data to fulfill the real-time playback Tgtmstltutmg equations 4, 5, and 6 in equation 3, we can obtain

) : .a closed form solution for cycle time.
quirement for each stream, and this reduces data transfer tim Y
Step-sweep minimizes memory use per stream by minimizi

10 variability.

TZz = TWq + TR,, + ,-Tzone (4)

n ero fulfill real-time data requirements, each stream, read or
V\%ite, allocates two buffers. The size of one buffer must be
o ) o large enough to sustain the playback before another buffer is
2. To minimize response time, we use a reservation time-slgly|enished. The memory requirement for a fast-scan stream is
T, within each |0 cycle timd’. We use this reservation sloty;yen by2-7 - DR ; whereas that for write streams and regular-
to schedule “unexpected” new requests with minimum delaf]‘/peed read streams is given by 7 - DR. The total memory

These unexpected requests might also include requests Ohge cannot exceed the available membty We can thus
non-real-time data. Each new request can be serviced as S§GAntify the memory requirement as:

as the current non-preemptible 10 operation is finished. Thus

the reservation time sldf; can be used up in small chunks DRy
throughout the 10 time cycle. M=22-T-DRx [Nw + (A=) Nt [N DR } (7)
IV. QUANTITATIVE ANALYSIS Given M, DR, DR, TR, v(d), f, ® and the write-read re-

In this section, we present results obtained from our quanguest ratio,p, we can use Equations 3 and 7 to estimate the
tative analysis. Our quantitative model is developed assumitigoughput of the disk.



V. SYSTEM EVALUATION

In this section, we evaluate the performance oflt1€ sys-
tem. First, we define the performance metric. Given a syste
with fixed resources, we would like to maximize the number

(i.e., the number of seeks by the disk-arm) for each stream is
[n - h]. This scheme serves as a middle-ground between the
n$EQ and TBT configurations and could be useddOME
type applications.

of video streams that can be supported simultaneously. Hencd Sequential or SEQi)(= %)-. In the sequential configura-
we measure the system performance in terms of the number PN, _onlly one out of levels is stored to obtain a tree with
streams supported by the disk. We refer to this performancéensity . The sequential configuration stores only Level 1

metric asdisk throughputWe performed the following experi-
ments to evaluate the disk throughput.

of the tree. Higher levels of the tree are simply not stored.
The goal of this scheme is to reduce seek overhead for writes,

System Configuration Evaluation. We performed a case thus conserving memory use in write-intensive applications.

study on three sample configurations of #uaptive treedata

However, this scheme suffers from very poor 10 resolution

organization scheme (Section I11). We studied the effect of thdfor fast-scans. This scheme would be practical forideo

following three system parameters on the throughp0t
« Available system memoryi1),
« Write-read ratio §), and
« Fraction of interactive streamg)(

surveillancetype application.

Thus, each scheme aims to optimize a different subset of the
design parameters. In Tables Ill and 1V, we summarize each

Keeping two of the above parameters fixed, we examined fhnfiguration’s pros (with positive signs) and cons (with nega-

effect of changing the third.
Data Management Strategy Evaluation. We examined

tive signs). IOR represents the 10 resolution.

L . A Scheme Seek Overhead IOR  Storade
the individual as well cumulative effect of the following Sequential + - NTA
fine-grained device management strategies on the throughput TBT ++ ++ N/A

. PTBT ++ + N/A
W):

TABLE Il

« Zoning placement,
o Cylinder placement, and
« Step-sweep 10 scheduling.
For experimental evaluation of the IMP system, we used disk

Scheme summary for Read operations.

trace support provided by our Scsibench tool (see Section ). Scheme [ SeekOverhead [OR _ Storage
Scsibench supports the execution of disk traces using primitive ?gf*r“e”“a' j‘: “;ﬁ j‘:
disk commands likeseek write, andread It also provides for PTBT - N/A -
accurate timing measurement. Using Scsibench, we performed TABLE IV

trace executions on the Seagate ST39102LW disk presented in
Table Il. In some cases, where trace executions were not possi-
ble, we evaluate the system using analytical estimation.

Scheme Summary for Write operations.

1) Available System Memory.tn this section, we compare
the memory requirement for each of the three sample configu-
rations of the adaptive tree data-organization scheme using disk

In this section, we report a case study of three sample cafces. These disk traces were generated so as to mimic the 10
figurations of theadaptive treedata-organization scheme (Sectoad of a media server. The trace executions were performed
tion |||), each of which is dESiQHEd to Optimize on a subset Qfsing the data management Strategies of lthie system_
the design parameters so as to perform optimally for a specificAssuming a given amount of main memory, first we calcu-
class of target applications, introduced in Section I. lated the maximum 10 cycle time expendable to suppért

1. Truncated Binary Tree or TBT)(= 1). Thisis the normal sers. Next, we obtained the actual 10 cycle time from disk
configuration in which all levels of the truncated binary treg ns. If the disk runs were shorter than the analytically com-
are stored. The advantage of this scheme is that we have P€red 10 time cycle, we could conclude that the disk can sup-
pared streams for supporting each fast-scan speed and heggen users. If not, we would repeat the above experiment with
can achieva00% IO resolution and minimum disk latency at( 7 1) users. We continued this iterative process till we obtain
the same time. However, due to replication of data, storaggeasibleV, so that all the user streams are hiccup-free. We re-
cost increases. Aocal-area interactive serviceupporting a peat the same experiment by assuming different memory sizes.
large number of clients could use this configuration. For the following traces conducted using the Scsibench tool,
2. Partial TBT or PTBT § = 0.5). In the PTBT configura- we assumed that the fraction of user requests that are for fast-
tion, the tree is partially dense. With= 0.5, we store only scan streams i8.2. We assumed that the peak data consump-
alternate levels of the tree. Thus, in this configuration, thetien and input rates ar@4 Mbps (the Standard DTV broadcast
are prepared streams only for some of the fast-scan speedte). Further, we assumed that the frame-rate for fast-scans
A fast-scan stream that is not directly accessible is createdwgs5 fps (please refer to Section Il for why we chose a lower
selectively sampling the frames in another fast-scan stredname-rate for fast-scan streams). We will use the same num-
which serves a lower speed. Such streams suffer from a ters for all subsequent experiments unless others are specified
graded IO resolution. The number of files to be written intexplicitly.

A. System Configuration Evaluation



20 20 20

18 18 + 18 T

16 16 16

rrrrrrrrr

14 14 - 14

12 12 - 12

10 10 - 10

Disk Throughput (number of streams)
Disk Throughput (number of streams)
Disk Throughput (number of streams)

1000 1 1000 1 1000

10 100 10 100 10 100
System Memory (MB) System Memory (MB) System Memory (MB)

(a) SEQ (b) PTBT (c) TBT

Fig. 4. Disk throughput for adaptive tree configurations.

Figure 4(a), 4(b), and 4(c) present the disk throughput fardistinctideal region.
the SEQ, PTBT, and TBT configurations respectively againstNext, we compare performance improvement ofitie sys-
varying memory sizeX/) and for different values of the write- tem over the traditional approach to storing and retrieving data.
read ratio p = 0.25,0.5,1,2,4). We note that for the SEQ A traditional operating system like Unix is optimized for se-
scheme, we need as little 88 MBytes of memory in order to quential access. However, for an interactive video application,
maximize disk throughput. For the PTBT and TBT schemes thecess to data is not always sequential. For instance, a fast-
corresponding numbers ar28 MBytes ands4 MBytes respec- scan stream needs to access only key frames from the entire
tively. Looking at these figures from a different perspective, fde. In addition to providing interactive capability, theP sys-
mere32 MBytes of main memory is sufficient to drive the diskkem provides “fine-grained” device management strategies for
throughput to almos90% of the maximum achievable value.adapting to changing request workload. Figure 5(b) shows that
This is the case because for such an amount of memory, tbedifferent workload configurationsMP either outperforms
system can buffer enough data so that all disk accesses areringquals the performance of a traditional file-system. Through-
large chunks. When the disk is accessed in large chunks, dik gains can be as much B¥% usingIMP.
latency is much less in comparison to the time spent in data
transfer. At this point, the bottleneck is the raw data transfer
rate of the hard drive, which can support only a fixed maximum
number of high bandwidth streams.

2) Write-Read Ratio.:In this section, find out the variation
in disk throughput under different write-read ratios using disk
traces. We also compare thdP system against the traditional
UNIX-like file-system that tries to store file data sequentially
on disk and present the improvement in performance. Also,
we present analytical results for wider ranges of the write-read
ratio. 001

25

Disk Throughput

.1 1 1 100
Ratio of writes to reads

‘ mSEQ mPTBT oTBT ‘ @ Tradifional (Sequential) m Adaptive Tree Fig. 6. Throughput for the three sample configurations.

Since trace driven executions restrict the available parame-
ter space for the write-read ratio, we perform further evalu-
ation of the three sample configurations by analytical estima-
tion. We use parameters for the Seagate ST39102LW disk, pre-
sented in Table Il, and seek-curves obtained using our disk pro-
filer, to perform our analysis. In Figure 6, theaxis represents

(a) (b) the write-read ratio, and thg-axis shows the disk throughput
_ _ _ o ~achievable by the configurations. We can see clearly that for
Fig. 5. Throughput comparison. (a) Different configurations of the adaptive different values of, different configurations achieve the high-
tree scheme. (b) Improvement over traditional sequential placement of data. ! o .o . )
est throughput, thus defining a distimdtal region. This means

Figure 5(a) compares the relative performance ofIMe _that the den§|ty of the adaptive tree has to be configured dynam-
|cglly for optimal performance.

system in each of the sample configurations: SEQ, PTBT, an
TBT. Since the SEQ scheme is optimized for a large number of )

writes, it achieves a high throughput for write-intensive load8. Data Management Strategy Evaluation

PTBT performs optimally in mid-ranges and TBT performs In this section, we perform an evaluation of our three fine-
well for read-intensive loads. For different valuespofdiffer- grained data management strategiesning placemencylin-

ent configurations achieve the highest throughput, thus definidgr placementand step-sweep 10 schedulingWe compare

025 05 1 2, 4
Ratio of Writes to Reads Ratio of Writes to Reads




theIMP system to a traditional UNIX-like file-system that use§heMP system offers a performance gain of as muchfds

sweepscheduling. Most modern operating systems use sweayer traditional systems. This highlights the importance of per-

algorithm for disk 10 scheduling, in which the disk arm moveforming fine-grained storage management usinglfh@ sys-

from the outermost cylinder to the innermost, servicing requesésn.

along the way. Then, we add our device management strateAs regards response time, a detailed evaluation is beyond the

gies, one at a time, to examine the marginal improvement sgope of this paper and will be left to future work. However, it

throughput due to each strategy. Finally, we present the cunmsiclear that in case of step-sweep, which serves new requests

lative effect of these disk management strategies, in increasimgnediately in a reservation time-slot, the worst-case response

the throughput of the system. time is bounded by the time required to complete the current
In order to make a fair comparison, we give the tradition@on-preemptible 10. This time is typically in the order of tens

system the benefit of using the adaptive tree data organizatafmilliseconds. Traditional IO schedulers like sweep as well

scheme to achieve good IO resolution. In addition, for eaels GSS [11], have worst-case response times of the order of

of the following evaluations, we assume that the system is dyinutes under heavy load, and at least of the order of seconds

namically tuned to the “ideal” adaptive tree configuration undemnder average load conditions.

changing write-read ratios. In essence we try to capture the ef-

fect of fine-grai_ned device mana_gement of tMP system in = opservations

the form of zoning placementcylinder placementand step-

sweepdO scheduling on throughput improvement. We conclude our evaluation section by making the following

key observations:
« High-level data organization in the form of the adaptive

@ Without Zoring Placement @ With Zoning Placement

@ Without Cylinder Placement ~ m With Cyfinder Placement

— — tree scheme is crucial to maintain disk throughput. The
- } " ‘ effect of the system configuration on the performance of
B ERs ‘ thelMP system is summarized as follows:

£ 10
5

=2
Qs

1. Increasing the system memory beyond a certain

\ ‘ threshold does not significantly increase system through-

o B ot oo o1 Mo put. At this point, the disk throughput becomes the bot-

tleneck. Beyond this threshold, the disk throughput can

only be increased by increasing 10 efficiency using the
adaptive tree scheme for data organization.

” 2. Using the adaptive tree MPEG data organization
15 scheme, théMP system can optimize for read-intensive
10 as well as write-intensive loads. The achieved through-
put is as much as00% better than that of a traditional
file-system for a large range of write-read ratios.

3. Each sample configuration [SEQ, PTBT, and TBT], of
the adaptive tree scheme operates efficiently for a unique
Fig. 7. Throughput improvement due to device management strategies. sub-configuration defined by the values of write-read ra-
tio (p) and interactive stream fractionf;
1) Zoning placement: Figure 7(a) compares the through- « We evaluated the performance gain due to our data man-
put of the baseline sweep with sweep using zoning placement. agement strategiezoning placementylinder placement
Zoning placement improves throughput for read-intensive loads andstep-sweep 10 schedulinfn summary,

Disk Throl

omsro @3

(a) Zoning placement (b) Cylinder placement

@Without Step-Sweep @ With Step-Sweep

m Tradifional System mIMP System

Disk Throughput

001 100 0.01

01 1 10 01 1 10
Ratio of Writes to Reads Ratio of Writes to Reads

(c) Step-sweep scheduling (d) Total improvement

by as much as 65. For write-intensive loads, our adaptive 1. Zoning placement matches stream bit-rates to disk

tree scheme adopts the ideal sequential (SEQ) configurationand zone transfer rates so as to maximize data throughput of

hence zoning has no effect. the disk for serving continuous media streams. It im-
2) Cylinder placement: Figure 7(b) compares the the proves throughput by as much é&%.

throughput of the baseline sweep with and without cylinder 2. Cylinder placement improves write performance by
placement. Cylinder placement improves write performance by reducing the seek overhead for write I0s. It increases

reducing the seek overhead for write operations. It increases the throughput by abou0% for write-intensive loads.
the throughput by about0% for write-intensive loads.

3) Step-sweep IO scheduling: Next, we examine the
marginal effect of step-sweep algorithm in comparison with tra-
ditional sweep. Step-sweep increases throughput by decreasing
memory use. It reduces memory use by minimizing 10 vari-
ability and seek overhead. Figure 7(c) shows that without step-
sweep scheduling, there issao 10% degradation in through-
put. VI. RELATED WORK

4) Cumulative Effect:Finally, Figure 7(d) shows the cumu- Video broadcasting and multicasting have been used in some
lative effect of our fine-grained device management strategieable-based or satellite-based movie-on-demand channels, in

3. Step-sweep increases throughput by decreasing mem-
ory use. Throughput gains range fréno 10%.
The cumulative effect of the above strategies makes it pos-
sible for thelMP system to offer performance gains of as
much asr5% over traditional systems.



10

which requests for a movie arriving within a period of time VII. CONCLUSION

are “grouped” (i.e., batched) together and served with a singley, this paper we have proposed a novel client/server dual ar-
stream [4], [18], [19]. Schemes have been proposed to supp&ifecture and design oKP, an interactive media proxy that
viewing interactivity in a broadcast (or multicast) environmenfan enable a non-interactive broadcast stream to become an in-
[5], [20], [21]. However, these schemes often double the bangdyactive one. Such an architecture is both cost-effective and
width requirement for clients or require a considerable amougfyre practical than the traditional server-based model.

of client buffering. In this paper, we propose a client/server dual\we studied the design parameters of tMP system and
architecture that manages media data for enabling interactivifijalyzed the trade-offs between them. To maximize system

between broadcasters/multicasters and clients. throughput, we have proposed and evaluated fine-grained de-
Several schemes have been proposed for supporting fadgte management strategies. After extensive analysis of and
scans. These can be classified into three approaches: experimentation with théMP system, we conclude our study

1. Increase playback rateThis approach increases the play‘?s follows: High-level data organization in the form ofadap-

back frame rate for supporting a fast-scan operation. But, thi$e eestructure is crucial to maintain high throughput under
method is impractical, since no TV can display more th@an changing load distribution. The data placement strategies of

frames per second. Second, the 10 bandwidth, memory uégningandcylinder placemenemployed inIMP improve the

and CPU overhead can be exceedingly high. throughput of the system significanttgtep-sweeO schedul-

. ing further improves the throughput by minimizing seek over-
2. Use separate fast-scan streams [22], [23], [9], [10This head and IO variabilityMP offers an overall performance gain

approach cannot be used in the broadcast (or multicast) S6Fas much ag5% over traditional systems, thus demonstrating

nario begause aprogram s _broadcast atasingle rate_. we importance of performing fine-grained device management
add a unicast channel to deliver fast-scan data, but this POt interactive media services

sion would require additional network bandwidth.

3. Skip frames in the regular stream [24] The frame- ACKNOWLEDGMENT
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